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Abstract

Computer science has long been considered to empha-
size three distinct perspectives: mathematics, science, and
engineering. While the database field has some very strong
mathematical and engineering work, the scientific perspec-
tive has been much less prominent. This keynote will elabo-
rate the scientific perspective, apply it to research questions
in temporal databases, and emphasize that this new way of
thinking can yield new insights and deeper understanding.

1. Introduction

Three quite distinct perspectives: mathematics, science,
and engineering, have long been associated with the disci-
pline of computer science (CS) [Denning 2005]. Mathemat-
ics appears in CS through mathematical formalism, math-
ematical theories, and algorithms, the latter of which are
ultimately mathematical objects that can be then expressed
as programs. Engineering, which is concerned with making
things better, faster, smaller, and cheaper, is prevalent in CS.
Science may be defined as developing general, predictive
theories that describe and explain observed phenomena, and
evaluating these theories [Aicken 1984, Chalmers 1999].
Theories include a statement of “why”” and are amenable to
predictions on heretofore unexamined phenomena, that can
be subsequently tested on those phenomena [Davies 1973].

Nobel Prize winner Herbert Simon identified CS
as a “science of the artificial,” strongly asserting,
“the computer is not just an instrument but a phe-
nomenon as well, requiring description and explana-
tion” [Newell, Perlis, and Simon 1967, page 1374]; he
furthered that line of reasoning in his influential
book [Simon 1996]. However, the promise of a sci-
ence of computational phenomena has not yet been
realized by this fortieth anniversary of Simon’s compelling
argument.

2 Science in Database Research

While the database field has some very strong math-
ematical and engineering work, there is to date very lit-
tle true science that has been done. One common scien-
tific methodology is hypothesis testing. Of the more than
10,000 papers (150K pages) in the SIGMOD Anthology,
capturing most of the database papers published in the last
twenty-five years (1975-2000), there were all of 37 papers
that even mentioned hypothesis testing. Of these, less than
a dozen actually used this methodology. A rather dated
analysis of 57 journal articles on multi-key search algo-
rithms [Eastman 1983] found that “statistical tests for hy-
pothesis testing were used in only two papers.”

As another cut, experimentation is important in sci-
ence [Denning 1980]. A quantitative study of a random
sample of refereed CS publications (SIGMOD papers com-
prised 18% of these papers) found that “of the papers in
the random sample that would require experimental valida-
tion, 40% have none at all. ... In comparison, the frac-
tion of papers lacking quantitative evaluation in OF [Op-
tical Engineering] and NC [Neural Computation] is only
15% and 12%. The low ratio of validated results
appear to be a serious weakness in computer science re-
search.” [Tichy et al. 1995, page 9].

The philosophy of science, including the scientific
method, provides an opportunity to apply new approaches,
new tools, and new forms of reasoning to the fundamental
problems confronting temporal databases and CS in gen-
eral.

3 Benefits of the Scientific Perspective

Science seeks to explain phenomena. These explanations
take the form of falsifiable scientific theories [Popper 1969]
and scientific laws [Achinstein 1971].
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General theories are preferred over idiosyncratic expla-
nations, for three primary reasons.

e Parsimony: Successful theories explain a wide vari-
ety of phenomena with a short, coherent explanation
(Occam’s razor).

e Prediction: Successful theories can predict future
events, often to a high degree of accuracy.

e Control: Theories can be used to ensure positive ef-
fects or avoid negative effects.

Mathematics is often useful in providing formalisms to suc-
cinctly express theories (parsimony). Science can be useful
to engineering by explicating the underlying causal mech-
anisms (prediction and control). Similarly, engineering re-
veals behavior (phenomena) that science can use to con-
struct new theories, and science provides needs for new for-
malisms and theorems. Science provides a specific method-
ology, the scientific method, which has been extremely pro-
ductive and beneficial in other sciences. The development
of scientific theories in CS generally and in database sys-
tems specifically can produce new insights and better out-
comes than restricting ourselves to the mathematical and
engineering perspectives. Denning’s recent assessment is
hopeful: “The science paradigm has not been part of the
mainstream perception of computer science. But soon it
will be” [Denning 2005, page 31].

4 Science in Temporal Databases

This keynote address will examine the relative roles that
the mathematical, scientific, and engineering perspectives
might play specifically in the study of temporal databases,
as an exemplar for CS in general. We will examine how
the notions of falsifiability, theory, laws, paradigms, and re-
search programs apply in the philosophy of science. We will
consider several scientific theories that have been advanced
in CS. We will then outline areas within temporal databases
where the scientific perspective might yield new insights,
theories, and laws. This new (to CS and to database re-
search) way of thinking has the potential to fundamentally
alter how we organize, view, retrieve, store, and generally
manage time-varying data, and indeed, how we fundamen-
tally understand those software systems that contend with
such data and the people that use those systems.

Unlike other established sciences, where many if not
most of the fundamental theories have already been dis-
covered [Horgan 1996, Horgan 2004] (though much elab-
oration remains), the theories of temporal databases and of
computer science in general are still out there, just waiting
to be uncovered.
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