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Per sonal Data

Work: Departmentof Computer Science, Gould-Simpson 721, Theveisity of Arizona,
Tucson AZ 85721-0077

Phone: (520) 621-4239; FAX: (520) 621-4246
Electronic Mail: gr eg@s. ari zona. edu
Home: 10764. Calle San Domingo, Tucson AZ 85749

Education
Stanford Un¥ersity, B.S. Mathematics, April 1969
University of Washington, Ph.D. Computer Science, August 1974; Advisor: Alan C. Shaw

Professional Experience

Cornell University
Assistant Professpt974-79

University of Arizona
Associate Professot979-87
Professar1987-2009
Professor Emeritus, since 2010
Department Head, 1986-93, 2006-08
Affiliate Member Applied Mathematics Program, since 1993
Member BIOS5 Institutute, since 2007

University of Washington
Visiting Associate Professdi983-84

National Science Foundation
Division Director Experimental and Integrae Activities, 2003
Division Director Computer and Network Systems, 2003-05

Research Interests

Concurrent programming, parallel and distributed computing, operating systems, program
analysis and optimization

Honorsand Awards
Letter of Commendation for Teaching Effeetiess, Cornell Unersity, 1977
Distinguished Teachingwerd, College of Science, The Wersity of Arizona, 1986
Thacher Distinguished Speakéiniversity of Kentucly, 1996
Fellow, Association for Computing Machinery (ACM), 1998
Career Distinguished Teachingvard, College of Science, The Wersity of Arizona, 2002
Distinguished LectureitJniversity of California at Davis, 2002
Alumni Achievement Avard, Department of Computer Science and Engineeringyetsity
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of Washington, 2010

Research and Equipment Grants
Faculty Associate, Programming Languages and Systems,19%#76 ($156,000)
Faculty Associate, Security Measures in Information Systems, M5B-77 ($195,000)
Co-PI, Computer Science Research Equipment, l&H-78 ($103,800)
Pl, Specification and Analysis of Multiprogramming Systems,,NSF/7-80 ($58,900)
Co-PI, Computer Science Research Equipment, BF0-81 ($52,940)

Pl, Synchronizing Resources: An Approach to Programming Concurrent Systems, NSF
1980-82 ($75,067)

Co-PI, Active Data Structures, U.S. Army Electronics Command, 1980-82 ($98,518)
Co-PI, Computer Science Research Equipment, B&H -82 ($158,596)

Pl1, The Design and Analysis of Distributed Programs,,NS82-84 ($197,521)

Co-PI, The Saguaro Distributed Operating System, AFOSR, 1984-89 ($614,811)
Pl, Research Equipment for Saguaro, AFOSR, 1985 ($138,734)

Co-PI (Project Director 1986-89), A Programming Systems Laboraisy¥ Coordinated
Experimental Research Program, 1984-89 ($3,634,000)

Co-PI, Concurrent and Fault-Tolerant Programming, ,NNS84-87 ($292,654)
Co-PlI, Topics in Concurrent Programming, N$#87-91 ($453,354)

Co-PI, A Tool-Based Software Laboratory for Distiidd and Parallel Computing, NSF
1989-91 ($209,002).

Co-PI (Project Director 1989-93), A Laboratory for Programming Languages andaSoftw
Systems, NSF Institutional Infrastructure Program, 1989-94 ($1,925,908)

Pl, An Approach to Architecture-Independentarédlel Programming, NSF1991-94
($238,355); REU supplement, 1992 ($12,500)

Pl, An Approach to Architecture-Independent Parallel Programming, AT&tinéfation,
1992-93 ($15,000)

Pl, Software Support for Portable Parallel Computing,,NS84-98 ($210,441)

Contrituting Investigator A Laboratory for Scalable Systems, NSF Research Infrastructure
Program, 1995-2000 ($999,995)

Co-PI, Optimizing Program Performance at Link and Rume] NSF 1998-2001 ($345,444);
REU supplements, 1999 and 2001 ($25,000 total)

Co-PI (Project Director 2000-02, 2005-06), Optimization of Distributed and dleta
Systems: ASpectrum of &chniques, NSF Research Infrastructure Program, 2000-05
($1,004,979); REU supplements, 2001, 2002, 2003, and 2004 ($50,000 total)

Co-PI, Software Impneement Through Binary Rewriting, NSF Informatiorechnology
Research Program, 2001-04 ($372,900); REU supplements: 2002, 2003, and 2004
($37,500 total)

Co-PI, Link-Time Optimization for the Itanium Architecture, HP/Intel Itanium-Based
Systems Grants Program, 2001 ($15,990)

Co-PI, A Holistic Approach to Compiler-Assisted Optimization of Software Systems, NSF
2004-09 ($550,000); REU supplement 2005 ($6000), 2006 ($12,000), 2007 ($12,000)

Co-PI, A Framwork for Optimizing Embedded Systems, NSB06-10 ($300,000); REU
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supplement 2007 ($12,000)

Co-PI, The iPlant Collaborat: A Cyberinfrastructure-Centered Community for asNelant
Biology, NSF, 2008-2013 ($49,997,514)

PI, The Second CI Fellows Project, N@610-13 ($14,995,174)

Dissertations and Theses Supervised

Michael A. Liberty Capability Addressing and Protection in Operating SystémS. Thesis,
1975

James R. McGra, Language Featues for Process Intaction and Access Cooly Ph.D.
Dissertation, 1977

David L. Spooner Design of a Multiprocess Database Maement SystemM.S. Thesis,
1978

Richard PReitman,Information Flow in Rrallel Programs: AnAxiomatic Appoach Ph.D.
Dissertation, 1978

Thomas P Murtagh, A Data Abstraction Languge br Concurrent Pogramming Ph.D.
Dissertation, 1983

Ronald A. Olssonlssues in Distribted Pogramming Languges: The Evolution of SFPh.D.
Dissertation, 1986

Michael H. Cofin, The Par Appoach to Architecture-Independent @allel Programming
Ph.D. Dissertation, 1990

David K. Lowenthal, Fine-Grin Parallelism and Run-Time Decision Makingh.D.
Dissertation, 1996

Vincent W Freeh, Softwae Support for Distributed and #&allel Computing Ph.D.
Dissertation, 1996

Benjamin W Schwarz, Post Link-Time Optimization on the Intel 1A-32chitecture B.S.
Honors Thesis, 2002 (co-supervised by Saumya Debray)

Tal Shaked,Vaue Specialization Using AIO, B.S. Honors Thesis, 2002 (co-supervised by
Saumya Debray)

Thomas Trebisk Skidoo: AReal-Time Operating System KerdlS. Thesis, 2002

K. Noah Snaely, Optimizing and Reerse Engineering Itanium Executahl€®.S. Honors
Thesis, 2003 (co-supervised by Saumya Debray)

Milind Chabbi, Efficient &int Analysis Using Multica& Machines M.S. Thesis, 2007 (co-
supervised by Saumya Debray)

Joseph Robackizossamer: A Lightweight Appaich to Using Multicoe Machines Ph.D.
Dissertation, 2010

Somasundaram Perianagag Rex: Tools for Reproducing SoftwearExperiments Ph.D.
Dissertation, 2011

Professional Activities
Editorial Board: Information Processing Letter$979-2000

Advisory Boards: NSF Advisory Committee for Computer and Computation Research,
1988-92 (Chair 1992); NSF Advisory Committee for €@fe of Cross Disciplinary
Activities, 1990-92; Uniersity of Texas, El Paso (UTEP), Model Institutions for
Excellence Grant, 1996-2000; Waisity of Texas, El Rso (UTEP), Department of
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Computer Science, 2000-03

Computing Research Association: Board of Directors, 1991-9&clExe Committee,
1992-95; Sureys Committee chajr1993-98; Snowbird Conference Committee, 1992 (co-
chair), 1994 (co-chair), 1996; Undergraduatevalls Committee, 1998-2002 (chair
2000-02)

Computing Community Consortium (CCC): Council Member 2006-09; Co-Chair of
"Computing Research that Changed the World," March 2009; Chair of ClwBello
Steering and Selection Committees, 2010

Professional SocietiesACM, SIGOPS, and SIGPLAN, since 1971; Secretary-Treasurer of
SIGOPS, 1980-83; Chair of SIGOPS Nominating Committee, 1986

Refereeing:Comm. £M, Journal ACM, ACM Trans. on Pog. Lang and SystemslEEE
Trans. on Soft. Engrinfo. Proc. Lettes, Software—Pactice and ExperiengeActa
Informatica ACM Trans. on Computer SystemdEEE Trans. on Computer IEEE
Software IEEE Trans. on Rrallel and Distributed Systemdournal of Rarallel and
Distributed Computingnumerous conferences
Reviaver for NSE NSERC, ARO, Conf. Board on Math. Sciences, Addisasy,
McGraw Hill, Benjamin/Cummings, Prentice-Hall, McMillan.

Consulting: U.SArmy Electronics Command, 1975-77; U.S. Army Evaluation Team for the
Ada Programming Language, 1978-79; Cray Laboratories, 1981; Portlarfidng 1998;
San Francisco Va firm, 1999-2001; HoustonJafirm, 2000-01; Los Angelesvafirm,
2010

Program Committees: Second Symposium on Principles of DisgdbComputing, August
1983; 4th Symposium on Reliability in Distributed Software and Database Systems,
October 1984; 6th International Conference on Disted Computing Systems, May
1986; 1986 International Conference on Computer Languages, October 1986; 14th
Annual Symposium on Principles of Programming Languages, January 198&hap
on Runtime Systems for Parallel Programming, April 1997

Conference Committees: General Chaiwelfth Symposium on Operating Systems
Principles, December 1989; Co-ChaBnowbird Meetings for Heads of Academic
Departments and Industrial Labs, July 1992 and July 1994

Invited Lectures (professional meetings)CM National Conference, Dallas, October 1982;
IBM Conference on Parallelism and Concuriemt Programming Languages,ugson,
February 1986; Institute on Encapsulation, Modulargyd Reusability University of
Texas, April 1987

Reviev Panels: NSFGraduate Fellowships in Computer Science, February 1984; NSF
Course, Curriculum, and Laboratory Impement Program, July 2001 and July 2002

Site Visitor: NSF CER Proposal, Weisity of Illinois, December 1986; NSF Science and
Technology Center Proposal, Rice Marsity, July 1988, August 1991, September 1993,
September 1994 (site visit chal®91 and 1994); NSF MIl Proposal, Waisity of Texas,
San Antonio, April 1996; NSFAZI Program (Supercomputer Center Reais), Cornell
University, November 1996 and Uweérsity of Pittslurgh, December 1996; NSF Global
Ervironment for Networking Inngations (GENI) Design Reéew, February 2006 (site
visit chair)

External Reiewer: Computation Directorate of Lawrencevéimore National Laboratoyy
May 1988; Professorial Candidates in Computer Scienceyetdity of Helsinki
(Finland), December 1993; Department of Computer Science, Utah StagesityiApril
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1995; Department of Computer Science, Thevesity of lowa, April 1995; Department
of Computer Science, Purdue Marisity, October 2005 (site visit chair)

Workshop Leadership: Preparing a Successful Infrastructure GramtbBadonference for
Chairs of Ph.D.-granting departments, July 1990, 1992; Department Management,
Snowbird Conference for Chairs of Ph.D.-granting departments, July 1992, 1994, 1996

Workshop Participation (Non-Research): NSF Workshop on Infrastructure Needs in Computer
Science and Engineering, July 1991; NSlkrk8hop on Expanding Opportunities for
Women in Computer Science and Engineering, October 1992

University Service Activities
Academic Computing Advisory Committee, 1988-90
Research Computing Advisory Committee, 1988-90
Ad-Hoc Committee to Rewethe Operation of CCIT1993-94
Information Planning Study Team, 1994-95
Planning Committee, Ph.D. Minor in Computational Science and Engineering, 1994-95
Department Head Search Committees for Computer Science, 1994-95, 1995-96
Corvex Replacement Team, 1996-97

Executve Committee, Ph.D. Minor in Computational Science and Engineering, 1996-2002;
Chair, 1996-97

Five-Year Reviev Committee for Dean of Science, 1997-98

Sunset Revie Committee for Arizona Center for Mathematical Sciences, Ch293
Steering Committee, Applied Mathematics Program, 2000-03

Promotion and Tenure Advisory Committee fok Bouth, 2000-02

College of Science Scholarships Selection Committee, 2002

Arizona Center for Information Science and Technology (ACIST), Research Director for
Human-Computer Interaction and Visualization, 2005

Books

Andrews, G.R. Concurent Pogramming: Principlesand Piactice. Benjamin/Cummings,
Redwood CityCA, 1991, 656 pp.

Andrews, G.R. and Olsson, R.AThe SR Ragramming Languge Concurrency in Pactice.
Benjamin/Cummings, Redwood Ci@A, 1993, 360 pp.

Andrews, G.R. Foundations of Multithreaded, dPallel, and Distributed Rsgramming.
Addison-Weslg, Reading, MA, 2000, 684 pp. Support materials online at:
http://ww. cs. ari zona. edu/ peopl e/ gr eg/ npdbook

Chaptersin Books

Andrews, G.R. and McGra, JR. Languagdeatures for parallel processing and resource
control. Design and Implementation of d&ramming Languges, (J. Williams and D.
Fisher Eds.), Lectue Notes in Computer Scienc¥ol. 54, Springeiverlag, Nev York,
1977, 243-287.

SchneiderF.B. and Andrevs, G.R. Concepts for concurrent programmi@uyrrent Tends in
Concurrency (J.W. de Bakker W.-P de Roeer, and G. Rozenberg, Edslectue Notes in
Computer Scien¢&/ol. 224, Springer-Verlag, NeYork, 1986, 669-716.



Schlichting, R.D., Andrews, G.R., Hutchinson, N.C., Olsson, R.A., and Peterson, L.L.
Obserations on building distributed languages and systerExperiences with
Distributed SystemdJ. Nehmer Ed.), Lectue Notes in Computer Scienc®ol. 309,
Springer-Verlag, N&@ York, 1988, 271-291.

Journal Papers
Shav, A., Weiderman, N., Andrews, G., Felcyn, M.-B., Rieb&r and Wong, G.A
multiprogramming nucleus with dynamic resour@eilities. Software—Pactice and
Experience 53 (July 1975), 245-267.

McGraw, JR. and Andrews, G.R. Access control in parallel progratBEE Trans. on
Softwae Engineering SE-51 (January 1979), 1-9.

Andrews, G.R. The design of a message switching syst#mapplication andweluation of
Modula. IEEE Trans. on Softwar Engineering SE-52 (March 1979), 138-147.

Andrews, G.R. and Reitman, R.FAn axiomatic approach to information ¥loin programs.
ACM Trans. on Pog. Lang and Systems, 4 (Jan. 1980), 56-76.

Andrews, G.R. Paallel programs: Proofs, principles, and practiceaomm. ACM. 243
(March 1981), 140-146.

Andrews, G.R. Synchronizing ResourceSCM Trans. on Pog. Lang and Systems, 3} (Oct.
1981), 405-430. Reprinted in Gehani and McGettrick (Editors};oncurrent
Programming Addison-Weslg, 1988, 184-215.

Andrews, G.R. An alternate gproach to arraysSoftware—Pactice and Experience 18
(May 1982), 475-485.

Andrews, G.R. The distribted programming language SR—mechanisms, design, and
implementation.Software—Practice and Experience 84August 1982), 719-754.

Andrews, G.R. and SchneideFE.B. Conceptsand notations for concurrent programming.
ACM Computing Surveys 18 (March 1983), 3-43. Reprinted ipit (1985), 5-42 (in
Japanese). Reprintea Horowitz, E. (Editor)Programming Languges: A Grand Dur,
Third Edition, Computer Science Press, 1987, 323-359. Reprinted in Gehani and
McGettrick (Editors),Concurent Pogramming Addison-Weslg, 1988, 3-69. Reprinted
in Zedan (Editor),Distributed Computer Systems: Theory ancd®ice Butterworths
Scientific, 1990, 29-84.

Andrews, G.R. and Olsson, R.A. Theatution of the SR languageDistributed Computing
1, 3 (July 1986), 133-149.

Andrews, G.R., Schlichting, R.D., Hayes, R., and Purdid.M. Thedesign of the Saguaro
distributed operating systemEEE Trans. on Softwa Engineering SE-131 (Jan. 1987),
104-118.

Schlichting, R.D., Purdin, T.D.M., and Andgvs, G.R. A file replication facility for Berkley
UNIX. Software—Practice and Experience 12 Dec. 1987), 923-940.

Andrews, G.R., Olsson, R.A., Coffin, M., Elshoff, I., Nilsen, K., Purdin,ahd Dwnsend, G.
An overview of the SR language and implementatiochkCM Trans. on Pog. Lang and
Systems 101 (Jan. 1988), 51-86. Reprinted in Ananda and @m@in (Editors),
Distributed Computing Systems: Concepts & StresUEEE Computer Society Press,
1991, 338-369.

Andrews, G.R. A method for solving synchronization problem&cience of Computer
Programming 134 (Dec. 1989), 1-21.



Andrews, G.R. Paadigms for process interaction in distributed program@M Computing
Surveys 231 (March 1991), 49-90. Reprinted loit 1992 (in Japanese).

Lowenthal, D.K., Freeh, W, and Andrews, G.R.Using fine-grain threads and run-time
decision making in parallel computinglournal of Rarallel and Distributed Computing
37, 1 (August 1996), 41-54.

Lowenthal, D.K., Freeh, W., and Andrews, G.REfficient support for fine-grain parallelism
on shared-memory machineoncurrency—Ractice and Experience 1@ (March
1998), 157-173.

Snavely, N., Debray S., and Andrews, G. Unscheduling, unpredication, and unspeculation:
reverse engineering ltaniunxecutables. IEEE Trans. on Softwar Engineering,Vol. 31,
No. 2 (Feb 2005), 99-115. (An earlier version appeared in the 2008king Conf. on
Reverse Engr.)

Refereed Conference Papers

Andrews, G.R. COPS — a mechanism for computer protecti®noc. International
Wakshop on Protection in Operating SystefParis (August 1974), 5-25.

Andrews, G.R. Patitions and principles for secure operating systeAGM ' 75 Pioceedings
(October 1975), 177-180.

Andrews, G.R. and McGka, JR. Languagdeatures for process interaction. Proc. Caor.
Language Design for Reliable Softwa8GPLAN Notices 13 (March 1977), 114-127.

Reitman, R.Pand Andrews, G.R. Certifying information floproperties of programs: An
axiomatic approachProc. 6th Confon Principles of Pogramming Languges, January
1979, 283-290.

Andrewns, G.R., Dobkin, D.P., and Bmey, PJ. Actve data structures.Proc. 5th
International Conference on Softvealengineering March 1981, 354-362.

Andrews, G.R., Dobkin, D.P., and Bamey, PJ. Distriluted allocation with pools of sears.
Proc. Symposium on Principles of Distributed Computiggust 1982, 73-83.

Andrews, G.R. and Levin, G.M. On-the-fly deadlock yemation. Proc. Symposium on
Principles of Distributed Computinéugust 1982, 165-172.

Andrews, G.R. Distributed programming language®roc. ACM '82 Confeznce October
1982, 113-117.

Schlichting, R.D., Andrews, G.R., and Purdin,DIM. Mechanismsto enhance file
availability in distributed systemsProc. 16th International Symposium oauR-Tolerant
Computing July 1986, 44-49.

Freeh, WV,, Lowenthal, D.K., and Andrews, G.Ristributed Filaments:efficient fine-grain

parallelism on a cluster of avkstations. Proc. FArst Symposium on Operating Systems
Design and Implementation (OSDNovember 1994, 201-213.

Freeh, WV.,, and Andrews, G.Rf sc: a Sisal compiler for both distributed- and shared-
memory machinesProc. Conf on High-Performance Functional Computingpril 1995,
164-172.

Lowenthal, D.K., and Andrews, G.R. An adaptigoproach to data placemen®roc. 10th
International Parallel Processing Symplonolulu, April 1996, 349-353.

Freeh, WV, and Andrevs, G.R. Dynamically controlling false sharing in distributed shared

memory. Proc. Fifth IEEE Symp. on High Performance Distributed Compuftacuse,
NY, August 1996, 403-411.



Schwarz, B., DebrayS., Andrews, G., and Legendre, NPLTO: alink-time optimizer for the
Intel 1A-32 architecture.Proc. 2001 Wrkshop on Binary ranslation Barcelona, Spain,
September 2001. Se¢t p: / / research. ac. upc. es/ pact 01/ pwbt . ht m

Schwarz, B., DebrayS., and Andrews, G. Disassembly ofeeutable code rasited. Proc.
Waking Conf on Reverse Engineering(WCRE 2002), Richmond, ixginia, October
2002.

Snavely, N., Debray S., and Andrews, G. Predicate analysis and ifvemsion in an Itanium
link-time optimizer Proc. Workshop on EPIC ahitectures and Compiler &chniques
Istanbul, Turlkey, November 2002, pp. 78-87.

Mosels,, P, Debray S, and Andrews, G. Checking prograrm profild2roc. Thid IEEE
International Workshop on Source Code Analysis and ManipulaBept. 2003, pp.
193-202.

Snavely, N., Debray S., and Andrews, G.Unspeculation.Proc. 18th IEEE International
Conf on Automated SoftwarEngr., Oct. 2003, pp. 193-202.

Snavely, N., Debray S., and Andrews, G. Unscheduling, unpredication, and unspeculation:
reverse engineering Itaniumxecutables. Proc. 2003 Working Conon Rewverse Engy,
Nov. 2003, pp. 4-13.

Rajagopalan, M., Perianayag, S., He, H., Andrews, G., and Dehr8y Binary rewriting
and instrumentation of an operating systemrnkl. Proc. Workshop on Binary
Instrumentation and Application®ctober 2006.

Perianayagm, S., He, H., Rajagopalan, M., Andrews, G., and Del8ayProfile-guided
specialization of an operating systerrtel. Proc. Workshop on Binary Instrumentation
and ApplicationsOctober 2006.

He, H., Trimble, J., Perianayaign, S., DebragyS., and Andrews, G. Code compaction of an
operating system eknel. 2007 International Symposium on Code Gatien and
Optimization San Jose, CA, March 2007, pp. 283-95.

Popoy, I., DebrayS., and Andrews, G. Binary obfuscation using sign&ec. 16th USENIX
Security SymposiurBoston, August 2007.

He, H., DebrayS., and Andrews, G. The venge of the gerlay: automatic compaction of
OS kernel code via on-demand code loadifgoc. 2007 ACM Confon Embedded
Systems Softwa(EMSOFT 2007), Salzburg, Austria, October 2007, pp. 75-83.

He, H., DebrayS.,, and Andrews, G.Compressing dynamic data structures in operating
system lkrnels. Proc. Seenth Workshop on Optimizations for Signal Processing and
Embedded Systert@DES-7), Seattle, March 2009, pp. 27-36.

Roback, J.A and Andrews, G.R. Gossamer: A lightweight programming Virankefor
multicore machines.Proc. Second USENIX Workshop on Hot Topics amalielism
HotPar 2010), June 2010.

Roback, J.A, and Andwes, G.R. Gossamer: A lightweight approach to using multicore
machines. Proc. 39th Int. Confon Rarallel Processing(ICPP 2010), San Dim,
September 2010.

Articlesin Books and Newdletters

Andrews, G.R. Hierarchical genization; and Kernel system$&undamentals Handbook of
Electrical and Computer Engineering Ill: Computer Haar, Sftwar and
Applications John Wiley, 1982, 305-310.



Andrews, G.R. The 1994 CRA Taulbee SeyvComputing Reseah News 7, 2 (March
1995), 6-9.

Andrews, G.R. The 1995 CRA Taulbee Swey Computing Reseah News 8 2 (March
1996), 6-9.

Andrews, G.R. The 1996 CRA Taulbee SeyvComputing Reseah News 9 2 (March
1997), 5-9.

Gries, D. and Andrews, G.R. Academic computer scierieacyclopedia of Computer
Science 4th Edition Ralston, Reilly and Hemmendinger (Eds.), Macmillan Reference
Ltd., London, 2000.

Additional Technical Reports (not represented above)

Andrews, G.R. COPS—A protection mechanism for computer systems. Ph.D. Thesis, Uni
of Washington, August 1974.

Andrews, G.R. Concepts and conditions for confinement. Corneletdity, May 1975.

Andrews, G.R. Message classesAn approach to process synchronizatio@ornell
University, April 1976.

Andrews, G.R. A nucleus for real-time tactical software systenfSenter for &ctical
Computer Sciences, Ft. Monmouth, N.J., May 1976.

Andrews, G.R. Modula and the design of a message switching communication system.
Cornell Uniersity, January 1978.

Andrews, G.R., FisherG., Goodenough, Jet al. Evaluation of the Red and Green designs.
U.S. Army CORADCOM, April 1979.

Andrews, G.R. An implementation of guarded commands using the cobegin statement.
University of Arizona, December 1979.

Andrews, G.R. Dynamic access control in concurrent programs—av rgpproach.
University of Arizona, May 1981.

Andrews, G.R. SR: A language for distributed programmindJniversity of Arizona,
October 1981.

Olsson, R.A. and Andrews, G.RSuccessoR: Refinemenis SR. University of Arizona,
March 1984.

Olsson, R.A. and Andves, G.R. An implementation of SuccessoBniversity of Arizona,
March 1984.

Andrews, G.R. and Olsson, R.A. Report on the programming languageJ8Rersity of
Arizona, October 1985.

Olsson, R.A., Coffin, M., and Andms, G.R. SR uses’ quide. Unversity of Arizona,
November 1985.

Andrewns, G.R. and Olsson, R.ARevised report on the SR programming language.
University of Arizona, Neember 1987.

Elshof, 1.J.P and Andrews, G.R. The delopment of tvo distributed algorithms for netork
topology University of Arizona, March 1988.

Andrews, G.R. and Olsson, R.AReport on the SR Programming Languadfersion 1.1.
University of Arizona, May 1989.

Coffin, M.H. and Andrews, G.RTowards architecture-independent parallel programming.
University of Arizona, December 1989.
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Olsson, R.A., Andrews, G.R., Gof, M.H., and Bwnsend, G.M. SR: A language for
parallel and distributed programming. Mersity of Arizona, March 1992.

Andrews, G.R., DebrgySK., B. Schwarz, and M. Ilgendre. Usingdink-time optimization to
improve the performance of MPI programs. Weaisity of Arizona, April 2001.

LeGendre, M., Andrews, G., and, Dehr&y BIT: a hnary instrumentation toolkit for the
Intel 1A-32 architecture. Unersity of Arizona, January 2004.

Linn, C., DebrayS., Andravs, G., and Schwarz, B. Stack analysis in th&®linktime
optimizer University of Arizona, April 2004.

Softwar e Distributions

Andrews, G.R., Olsson, R.A., andwnsend, G.M. The SR programming language.
Version 1.0, March 1988; 4 Mb of code and documentation, about 100 sites.
Version 1.1, May 1989; 4.2 Mb of code and documentation, about 200 sites.
Version 2.0, August 1992; 5.7 Mb of code and documentation, about 700 sites.
Version 2.1, March 1993; 6.6 Mb of code and documentation, about 350 sites.
Version 2.2, September 1993; 7.0 Mb of code and documentation, about 700 sites
Version 2.3, October 1994; 7.4 Mb of code and documentatien 6800 downloads

Andrews, G.R., anddwnsend, G.M. The MPD programming language.
Version 1.0, March 2001; 9.0 Mb of code and documentatizsr, 500 downloads
Version 1.0.1, January 2004; 9.0 Mb of code and documentatien]1 00 downloads
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