CSc 422/522 — Brallel Programming Project

Programs duedesdayApril 3 (by midnight)
Final programs and reports due April 10 (in class)

In this project you will learn about grid computationsyeligp eficient parallel programs,

conduct timing eperiments to analyze the bef@ of your programs, and write a report
presenting your resultsThe project is wrth 60 points for undgraduates and 75 points for
honors and graduate studen¥u may work on your avn or with one other classmate.*

There are four parts to this project as describedwbelariting programs, conducting timing
experiments, conducting othexpmeriments, and writing a reporGraduate and honors students
are to do all partsUndegraduates caeither (1) write just the first tw programs and do the
other three parts for those dvprograms, or (2) omit the othekgeriments—namel)ywrite four
programs, do timingx@eriments, and write a report.

Programs

The starting point for this project is the fallmg four programs.You may write the programs in
MPD or in C with the Pthreads libraryDevdop your programs on Lectura or at homet un
experiments on &rallel.

asequential red/black Gauss-Seidel program
aparallel red/black Gauss-Seidel program
asequential multigrid program

aparallel multigrid program

PoneE

Gauss-Seidel and red/black programs are described in Section 11.1.5 of tuedta parallel
program is shen in Figure 11.6.Multigrid methods are described in Section 11.1u8,Il@lo not

give atual code. It is up to you to figure out the details for the sequential program and to
parallelize that program.

Your first task is to writefficient programs. Sethe discussion on pages 539-40 of thé fer
some of the kinds of programming "tricks" you mighanvto emplg to make your programs as
fast as you can.

Initialize the boundaries of all grids to 1.0 and the interiors to Dks will make it easy for you
to check the correctness of your programs and the quality of the result$efardiilgorithms.

For the parallel programs,dde the grid into strips so as to balance the computational load in a
reasonable ay. This includes all the grids in the multigrid progrant$se one wrker process

per strip. Implement an dicient disseminationbarrier and use it when you need barrier
synchronization.Make aure your barrier is corect! (You might first vant to implement a simple
barrier using semaphores or monitors.)

For the multigrid programs, use a felewel V cycle as illustrated in Figure 11.&reallocate
separate matrices for eactvde Use the restriction and interpolation operators described on

*If a two-person team consists of an umggleduate and honors student or an ugideluate and a graduate, then
you must do the Iger project.However, the undegraduate will get a maximum of 60 points.



pages 550-51 of thextt Usered/black Gauss-Seidel for the iterations on eaghl. Ié)Jseexactly
four iterations on each of the coarser gridg, se the command-linegumentnuni t er s (see
below) for the number of iterations on the finest grid.

Input and Output
Your programs should kia three command-line guments in the follving order:

gri dsSi ze — the grid sizenotincluding boundaries
nun t er s — the number of iterations to use
numir ker s — the number of wrker processes (for the parallel programs)

Assume that all grids are squaieor the multigrid programs, thealue ofgri dSi ze is the size

of thecoarsest(smallest) grid.The size of the ne larger grid should then bz gri dSi ze + 1,

the net larger 2*(2*gridSize + 1) + 1, and so on. As illustrated in Figure 11.7, the
physical boundaries of all grids should be the sanu,tlhhe mesh size and distance between
points \aries.

The output from your programs should be:

the command-line guments

the eecution time for the computational part
the maximum error in finalalues

the final grid alues

Write the first three items to standard oWfrite the data alues to a filelat a. out .

To calculate the xecution time, read the clock after youviainitialized all variables and just
before you create the processes (in the parallel prograResd the clock agn as soon as the
computation is complete and thenker processes lia terminated (in the parallel programs).

The maximum error in finalalues should be the maximumfdience between the finahlues of
points and 1.0(One does not normally kmowhat the final alues should be, of coursejtlihe
maximum error is more interesting than tladue ofepsi | on described in Section 11.1.)

Timing Experiments

Your second task is to run a series of timimgegiments. Irparticular you are to gecute your
programs for the follwing combinations of command-linegaments:

program 1 for grid sizes of 100 and 200

program 2 for grid sizes of 100 and 200 and for lefker processes
program 3 for grid sizes of 12 and 24 (smallest grid)

program 4 for grid sizes of 12 and 24 and for lefker processes

There are a total of 20 fi#frent timing tests.

For each sequential program and grid size, first figure out whatatlie wfnum t er s should be
so that the xecution time of the program is about 30 seconds for that grid Jiken use the
same walue ofnum t er s for the parallel ersions of that sequential prograou will be using

four different \alues for theaur t er s argument.

If you write your programs in MPD, use thge() function to calculatexecution times. If you
write your programs in C and Pthreads, usetthees function, as illustrated in thel ock. ¢
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Pthreads program | handed out in claféou can viev the man page byxecuting man -s 2
ti mes".) Thevaue of CLK_TCKis 100.

Additional Experiments

The perimental method consists of making and then testpgtheses—or asking questions
and then determining answerghere are lots of diérent questions one mightawt to ask about
the aboe programs. Bllowing are somexamples; you can probably think of others.

Accuracy. How much time does it tak for each algorithm to get the samedeof
accurag? How much more accurate is thaster program for the same amount of time?

Scalability How well do the algorithms scale as you increase the grid 45 speedup
increase, decrease, or stay about the saile&t if you use more arkers (5 or 6)?

Overheads How much orerhead is there in your parallel program@r example, hav
much time does it takio create processesow long does it tai to perform a barrier for 4
workers? Hav much load imbalance is there (if\g

Time/Spaceradeofs. Is false sharing happening for the barrier synchronizatioiables?

Can you get rid of it by padding the declarationis?there a performance fiifence

between implementing barrier synchronization using a procedusas inlining the code
directly in each wrker process?

Compiler Optimizations.What is the déct of turning on compile-time optimizations?
(This is done by using 'O’ options to thenpd or gcc compilers.) Ha much faster are the
programs? Whatappens to the speedups for the parallel programgdrtant Point: If

you use C and Pthreads and turn on compiler optimizations, be sure to declare shared
synchronization ariables asvol atil e; if you do not, the compiler might put these
variables in rgisters, which will ma& your program incorrect.

Pick at least thee nontrivial questionand set up >@eriments to determine the answédte
choice of what to do is up to youwitbdo not choose just the simplest thin®mu might look at
three diferent kinds of topics, or go into depth on one topic, or do a combination.

Reports

Once you hee done the timing and othexgeriments, write a report tx@ain what you hee
done and what you ke learned. Wur report should be aviepages of tet plus tables and
figures. Itshould hae four or five ®ctions, as follas:

e Introduction. Briefly describe the problem and what your report willveho

» Programs. Describe your programs, stating what each does and Bxplain the program-
level optimizations you hae implemented.

« Timing ExperimentsPresent the results from the timingperiments. Us#ables to present
the rav data and graphs to shapeedups and comparisonslso eplain your esults. Do
not just present the output daté&/hat do the results sh® Why?

« Other ExperimentsDescribe the questions that you set out to andhverxperiments you
conducted, the results you got, and your analysis of the redtlesent the results in
whatever form seems most compelling to yoMour analysis shouldxplain why you think
you got the results you did.

* Conclusion. Briefly summarize what your report has aimp and describe what you ka
learned from this project.



Electronic Turnin

By midnight on April 3 useturnin to submit your programs.The assignment name is
paral | el . The programs should be namadogl, pr og2, etc. Also submit a madile that we
can use to compile yourggams. In particular if we execute

make progl

your malefile should compile the program and producexaaigable file that resides i out .
We dhould then be able toxecute the program with command-linggaments as specified almo

If you modify your programs while conducting timingperiments—or if you write additional
programs—turn them in on April 10 when you submit your repBtease append commented
listings of the final @rsions of your programs for the timingperiments to your reportYou do

not need to turn in the actual output frony af your tests, bt you should hae it available or
readily be able to reproduce ilm short, your report should contain all the information someone
else would need to reproduce your results.



